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List of Senju Family products

More than 45 years of know-how in system maintenance and operation at NRI are consolidated as “IToperation management

products.”
Supports increased efficiency of operation in environments that include cloud technology and improved quality of IT services.

SenjuDC

Job schedule

2

Configuration management

System operation  (IASLLSLL D Capacity DevOps portal
management . .
IT relation management Runbook automation AWS management
= Message integration Advanced message filtering Business impact assessment
Senju/EN
Integrated operations Automation of periodic monitoring External tool link

management infrastructure Senj u/E N ESP Troubleshooting navigation Filtering template

Automatic issuing of incident vouchers

Service requests

Senju/SM Service desk

Service desk Problem management
tools

Change management Release management

Service level management Configuration management

Smartphone Web
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Overview of Senju DevOperation Conductor

Senju DevOperation Conductor is composed of shared functions and 5 sub-systems depending on the usage objective.
Installation can be performed as necessary. Only the necessary detailed functions can be added as extensions. Function

enhancement can be performed easily.
Shared functions Job schedule

Accumulation of operation history ® Registration of management node @ Automatic plan operation using a calendar
Graph display (line, pie, bar, etc.) @ Information management for managed ® Control of execution sequence for jobs/nets
Display by d ’ K ! d ’ t.h resources ® Operation status display for jobs/nets/frames
ISplay by day, week, and mon @ Registration of user commands ® Operations for jobs/nets/frames which are currently being

History data output function
Support for capacity planning / reporting
Support for trend investigation / analysis during trouble

executed
® Execution of jobs/nets/frames across several servers
® Specification of execution users/nodes via operating
environment settings

® Registration of parameters
® Registration of calendar
@ Registration of weekly schedule

©Remote maintenance of Senju Agent ® Setting of various triggers for starting jobs/nets
® Registration of items ® Load balance function
©® Management of relation ® Execution of identical jobs on multiple nodes

® Accumulation of operation history
® Display of graphs/lists for operation history

Job schedule

Shared
Configuration functions

— Eent
[ Monitoring

Configuration
Eve nt ® Monitoring of node alive ® Monitoring of AP server

® Accumulation of configuration information

® Accumulation of Senju configuration management item @ Uniform management of messages e _M;’”itoritf‘g AL : Z'Otr‘liltorling of .tER.P package
® Acquisition of file information ® Automatic actions for messages iormation . S

s M [Pt 0 . . ® Monitoring of disk capacity ® Virtualization monitoring
® Acquisition of file list information ® Automatic emails for messages - . . L

. . . . . . ® Monitoring of process operation ® Cloud service monitoring

® Accumulation of information via command execution ® Automatic telephone calls for messages - @ Custom monitoring
® Accumulation of SNMP items ® Runbook automation (automatic @ Monitoring of system detailed ~ ® Log monitoring
® Accumulation of WMI information execution of procedure manuals) information ® Trap collection
® Accumulation of registry information ® Accumulation of log information ® Monitoring of web server ® Monitoring of threshold values
® Accumulation of event log information ® Application response ® Monitoring of DB server by time period
@ Change detection ® Message guide ® Monitoring of email server
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Overview of Senju DevOperation Conductor

Easy operation via GUI

@ Operation at an interface
GUI screen where all

functions are consolidated.

Easy operation even by
operators who are
unfamiliar with the
UNIX/Linux environment.

Realizes agentless

monitoring

® Senju Sensor enables
monitoring and job
execution without the need
to install agent software on
the target server.

® Realizes smooth installation
even at large-scale systems

without affecting
applications which are
currently activated.

System for division of
labor via multiple consoles

System management can be
performed from multiple
operation management
consoles.

Realizes operation that
considers division of labor for
system administrators (person
in charge of registration,
change work, etc. of
management targets) and
operators (person in charge of
operation and monitoring).

Configuration management
via collection of
configuration information

Enables periodic acquisition
of configuration information
from the server targeted for
management, and
confirmation of the server
configuration management
and any changes that may
have been made.
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Integrated operation

management
from Senju Manager

® From a single Senju

Manager, enables operation
management for a server
group of multiple business
systems operated on the
network.

Performing intensive
management from Senju
Manager reduces the
workload of administrators.

System relation

management

By defining IT devices and
services which configure the
system and by setting item
relationships, it is possible to
perform integrated
management of configuration
information for the entire
system.

In the event of trouble, enables
fast identification of occurrence
locations and the effected
scope, as well as quick
response.

Operation management from

diverse perspectives

® By using the Multi-Agent

function, it is possible to
independently operate
multiple Senju Agent
functions on a single server.
Enables operation
management which shifts
the focus to individual
business systems and
divisions.

Disclosure of information

to System Maintenance
Management Division

Enables disclosure of system
operation information to the
System Maintenance
Management Division via the
web browser.

When the person in charge of
system maintenance
management is investigating
system trouble, enables remote
investigation to be performed
quickly.



System Configuration of Senju DevOperation Conductor

Senju Offliser

== ®Remote definitions
= i by developers

v

Voo

Senju Agent

® Servers targeted for management

Senju Browser

| o Easy operation
from the GUI
screen

@ Division of labor
via multiple
consoles

Senju Manager

R e

B WETA TN
OgF TAR-EHTATL
C o H-E

_—
(AR L 24 )
G #—ti—n—rrp | @ Integrated operation management

8 Ak ® Operation management from

o %’Ei&: diverse perspectives
: % FPTg ® Monitoring of servers
L 0% nAaLER ® Different models/OS/multi-vendors
[TV

® Response for virtual environment
® System relation management

® Agentless monitoring using
WMI/SNMP/TELNET/SSH, etc.
(supports IPv6)
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® Management of
virtual
environment/cloud

———— s e ) environment

<

® Reference/operation

by using a web tion from remote
sites via
smartphones

DevOps portal

e 81

® Reference/opera

>

?
I

@ History
information

Senju Database Server
accumulated in

i
o database

Senju Configuration
File Server
® Collection and
accumulation of
_——
_

configuration
information files



Introduction of Main Sub-systems

Event
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Introduction of Main Sub-systems

Event (Overview)

AT

Event overview

Message
notification

@ Uniform management of messages

® Automatic actions for messages

® Automatic email for messages

® Automatic telephone calls for messages

©® Automatic execution of procedures via
runbook

® Accumulation of log information

® Application response

® Collects messages issued within the Senju system and performs uniform management of monitoring information.
® By setting actions for messages, enables automatic execution of actions for messages which match conditions.
® Also enables automatic execution of complex procedures.

® Administrator at
remote site

® =

I -
& p _
Re ® Automatic emails for messages

R4 ® Automatic telephone calls for messages
’
4
’
T l,

®Provision of email template
Senju Manager

/

n ® Automatic execution of actions

A

B ieszage acion SR
* Eve.nt Runbook automation m

occurrence @ Automatic execution of procedures manual

®Message guide

Senju Agent/Senju Sensor

©® Automatic ® Automatic
execution of actions for
procedures messages
manual via
runbook
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Introduction of Main Sub-systems

Event (Message)

Uniform management

of messages

® Display of all monitoring information
messages

® Messages are displayed in the 4 categories of
“Normal messages,” “Warning messages,”

“Trouble messages,” and
“Response request messages.”

Message customization

Enables creation of new messages separate from existing messages, and
modification of existing messages.

* Message display: Specifies whether to display or hide on the message monitor.
« Alarm: Specifies whether to sound the alarm when a message is output.

* Automatic response: Automatically starts commands which have already been
registered.

- Display color of text and background: Specifies use of color-coding according
to message type.

+ Send email: Sends the notified message via email.
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Introduction of Main Sub-systems

Event (Message Send Command Extension)

AT

Provides new extension message send command and extension message send API.
With Senju Message, it is possible to send a maximum of 3,160 bytes of additional

wording.

Even in the case of logs with long messages, display
messages with all necessary information.
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Introduction of Main Sub-systems

Event (Warning Level Message)

In addition to “Normal” and “Trouble,” it is possible to specify “Warning” as a level for
Senju Message.

By setting events with a low level of importance as “Warning” level,

reduce the risk of overlooking important trouble events.

[E==En=)

Message monitor

Level Explanation Usage scene ALl ' =
Ea
E") Saytr—UID:
Notification is sent as a ® Execute operation RO -
Normal checkpoint during daily operation, = ® Normal completion of JmscEm o cam owme
but no measures are required. the job o o omeman
FTFEd
T . . ® Incr h isk R A
Notification is sent for a problem AR Cll L) Tls-nisie
= . amount = A-UPELR
which requires response before s
. - ® Increase the network eI
Warning trouble occurs, although it is not a
highly urgent problem such as V[ el Basms
: ® Discontinuation Tk
system failure. . oy s i
associated with job delay il “ax
Notification is sent for a status in .
. . ® Server failure
Trouble which a service/system does not ® Incorrecticompletionof \
function normally, or a situation L

which affects the function. ELEliRs 10



Introduction of Main Sub-systems

Event (Automatic Response: Message Action)

<__>
AT

@ Identifies messages (events) which ® Automatically assembles the
have occurred and automatically
executes actions based on results of
identification.

@ Identification conditions (schedule,
message ID, message level, node /

email.

the action to be executed can also be

environmental variables when sending an

® The message information which caused

specified as an environmental variable.

node group, source process, message BT =
EX2]

body) .
=7 AT —bE FROET, A= X EIRRZTE

DEERNF DA TEFT

@ Action (send email: specify - o8
- . FREHD HEA
address/email template, telephone call, o TR T
SUEVTFEX ). ¥37%
execute command, execute runbook) Sievress ga;;>§
SJEVTPEM M. Fobg
0 BB A7 L0T0I == o) |SEme
SJEVTPEXF.. Jb=A:
20 s
SJEVT MSGID Aefz—IID
@ e —FD:  BROVATL By
N SJ EVTPEX D.. 5EBFABFT
ER B AT Lot = OPh L=l « , DESToALERD -
Hin/m
@ H3h (0 EES
Email template
SRR 1 (1--99999)
[ fol’4 2T

Rules for message identification

Message
(Event)

L (If XX is

contained)
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—> (For holidays) WatilclN({=1TeTe]ylT-) !
Action (response) ®

Contact by telephone

® Telephone calls are made automatically
to contact groups which have been
registered in advance.

Execute runbook

® Automatically execute runbook
(procedures manual) in cooperation
with the Runbook Automation function.

L7 W 161505 seracsenplddmistratons]

Runbook Editor
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Introduction of Main Sub-systems

Event (Enhanced Judgment for -
Duplicate Message Actions) A

For message actions which perform automatic execution based on message
identification, provides a function for setting judgment of duplicates by
number of times and judgment of duplicates by rules.

Suppresses burst of automatic commands which
increase due to automated implementation.

I don’t have timet0 )qeeemcccccccccccccccccccccc e ——————— Alel't issued

view a large number of
similar alerts sent
g Alert issued
For each rule, set judgment conditions to g Alert issued
prevent execution of actions for duplicate rules.

automatically by email! ) ¢========== == ss s s s s s s
@ Alert issued

It looks like the same
rule has been wolated
multiple times.

I’ Il set up a team to f Identlfy Duplicate Judgment g Alert issued
mvestlgate the ) No report required
situation Iater when duplicate
Only the first 2 judgment is reached 3

@ Alert issued

instances are reported. or more times within
10-minute intervals.
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Introduction of Main Sub-systems

Event (Automatic Response: Runbook Automation)

AT

Runbook automation

(Extension)

Automates direct-operation tasks (portions
requiring human judgment) which are
executed in accordance with procedure
manuals. For example, diagnosis/recovery
tasks during system failure, server
maintenance and operation tasks, etc.
Enables automatic execution from message
actions, and manual execution or execution
via commands from the Senju Browser.

THME RRE FTW ALFE
T |

2009/02/13 21:01:07 HHEREET(/focdeno/ 4 2 b /3= b oA =
A=t Ty P YN =T /BET - F/KBE_F 4 2 22 B AW
Conmand executing: 5j¥BA_bookhistory -BKBE_7 4 A2 EH &%
Command start time [Fri Feb 13 21:02:09 2008]

[ 85 H 1% BTHBE ETIHE R
2003/02/13 20154325 2009/02/13 20385318 00:00:54 ERER Y
2003/02/13 20152350 2009/02/18 20:53:52 (00:00:54 BREREY
2009/02/13 20150366 2009/02/13 20:51:50 00:00:54 BT
Comnand end time [Fri Feb 1% 21:02:11 2009]

v

L7 2009/02/13 210109 ocdemoseniu[Administra r\‘

Book

Procedures

manual

Execute command

Execute an arbitrary command at the
specified node.

The execution node can also be specified
in a virtual environment. Also enables
flexible specification. For example,
specification for the node which issues a
message, at the time of book execution,
etc.

Q Investigate

c Make telephone

call

ml Copyright(C) Nomura Research Institute, Ltd. All rights reserved.

Chapter
Combine and

y register

S ' System procedure
e | manuals

df, grep
commands

Refer to execution
results

The execution results (standard
output) of the preceding section can
be confirmed from the Senju Browser.
The execution results file can also be
used at the subsequent section.

Sensor execution

Even for agentless Senju Sensors, it is
possible to connect and execute via
ssh or telnet.

Branch section

It is possible to branch the execution
processing of subsequent sections
based on the completion results of the
preceding section.

Completion code branching, standard
output branching, environmental
variable branching, schedule
branching, manual branching

13



Introduction of Main Sub-systems

Event (Monitoring Information Acquisition Function: -

Runbook Automation) A

Freely acquire monitoring information (values and status for each monitoring
target) held by Senju/DC within runbook automation.

Automatically acquire Senju monitoring information, etc. through
additional investigation at the time of trouble occurrence during
runbook automation.

information after a short
amount of time has

| want monitoring
passed!

Alert issued

e Report i
A € ——————— Identify g Alert issued

g Alert issued

The status returned to normal after 10

minutes passed, so it was just RBA .
temporary consumption of resources.
I’ Il check the details tomorrow.

QY PN Command for
Report acquiring
- < monitoring
information

Possible to extract

monitoring information
held by Senju Manager

m‘ Copyright(C) Nomura Research Institute, Ltd. All rights reserved. 14



Introduction of Main Sub-systems

Event (Parallel Processing, Book Call:

Runbook Automation)

AT

Parallel chapter function

® Reduces operating time by specifying multiple sections for simultaneous startup and executing parallel processing.
® Via runbook, supports patterns in which similar procedures are executed by division among multiple operators.

Book link section

® At sections inside the executing { LG4
book, calls another books and
waits until startup/completion. <

® Runbook can handle execution
patterns in which a certain
procedure refers to a different
procedure. Not necessary to
create a similar book.

Display
environmental
variables

Display
environmental
variables

Display
environmental
variables

n
»

Time required for sequential execution.

Parallel chapter

Child book

startup M END

» START

A sor: SyF—h-SSTYOE=S =3 o =)
EEE) BN YoM T

[CE

Parallel chapter

Environmental

S seran ”
[ e e = . R WA
s -k 2 T m

ariables

Executed in parallel. Shortens

=
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Introduction of Main Sub-systems

Event (VMware Virtual Machine Deploy Command) A

Deploy a virtual machine from the VMware template
Via vCenterServer, it is possible to deploy (change settings for) a virtual machine from the VMware template.
Utilizes without modification “vSphere SDK for Perl,” which is used in the existing virtualization function.

Template Change
clone IP address

Environmental
variables

Change Initialize ';2,1’2,,’“;;3’
host name SID portion)

® Detailed changes to

settings can be made. Runbook immediate
execution screen
or SSA screen

A sibetals: S IwSIT A4 - = 1
TrI{E) \|EE) FR) Y—IAI) ~ILT(H)
B LR Runbook for deployment
ED — E= FERT
: .‘..h,;jfél:TELEpHONE [Aeway (O Fezz- <56 g 247 Bl -ete ElEED DR
o VMWareEE . 2 Setting file Deploy command
: s o (sjRBA_vmDeploy)
2§ testbool R =157 70 R - . .
. o rE— i "T% -  ® Differences for ® Execute deployment via
w- N IEES AT AHE20110131 = each template are a uniform method from a

£ LINUXH—) (§5.20110131
PoLw Bl FTOq

absorbed via single command.

B LINUXY — (i 2~ 2 SWitChing of
LT UnuxcH =770 E i i
[ sl ] setting file
i parameters,” VMware vCenter Server
g 1-H-85 N
® 5Ty om-7
N EEAS

g TFEIvLaagL—-7 Template

SDK API

[ »

BRI TU VB o £ R TR iz e ® No SPeCia| settings

B¢ ) . : required for template
Foud [ —HiEE P . . :

avF IR _ E (onIy installation of

w5 -2 2 VMware Tools).

4| i »

L7 2016/04/27 15:57:13  sibetal6:senju[Administrators]
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Event (Auto Scale)

Introduction of Main Sub-systems

Automatic registration of Senju Agent and Senju Sensor through combination
with runbook automation

Agent and perform registration!

To start operation, | have to install the Senju }

|

| have to assign a
responsible staff

machines in a new system.

[ I’ m going to add 3 virtual

| have to wait for the
development staff to complete

member... ;

the release, so | can’ t start
work for operation!

(&=

—~——g—

Sty e v el e Ly } T — Operation starts automatically once

| want operatlon to start
tomorrow

using a virtual machine template. ofElems CEL . .
9 P RIS the release is complete and the machine

FIOHF Tt ]

NV has been restarted.
~ A i :
y [ I
- I don’ t need to assign a staff
member.
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Introduction of Main Sub-systems

Event (Auto Scale)

Automatic registration of nodes

management-target node.

internal controls.

oi Gig

Senju Agent

Machine image is copied; automatically registered as a management-target node when the OS is started.
Registration/deletion as a management-target node is possible simply by executing the command at the

Reduces the load of initial configuration for cloud and virtual machine environments.
Also supports operation in which authority for infrastructure staff and operation staff is separated due to

mo _____9}

Senju Manager

= 4H demo Jii] |

B2t

% A=FEIL=T
W DR
AR
PEwE s R
S T2 =

FT 4

L= 4

I ALas-

[ 2408

& M-y FohOESEL
F-BEHAD
FoRO—HEELL
FoRO—IEEHIRH

‘. ‘1 ' Fy 2
_ = LA

¥ Web001DF /45 ¢ 3

HEIEHERE HABL OYEiR SE b2 < i
3 A=BEL—F DATLIRER Fa2h JotA

n-IE
wEREE: 8 35 (2~8999)
GPU{ERE iR v| o8
IREAyiEfE . (5R v| [0
WEIOEAR (=R v| [+096
(MESPERE =4

RAArT1-B [ =]

% LI QU EECES 01200
% LI QuaCERs 01200
18 LA e #C I 0--09999990)

CIZ0/ - FPing B HERE TS

Copy image, start machine.

Start the Senju Agent and the node
registration command is automatically
executed only when performing initial
startup.

start runbook, create node definition.

Set node properties in runbook,
update (node definition), execute
update (monitoring attributes).

Start monitoring as a management-
target node.

9 Accept node registration command,

=E)

% 20130125_123928.AUTO_ADDNODE.A
% 20130125 124548 AUTO_ADDNODE.A

o8 s

S o e W s
] T o S

o [
4 AUTo AODNODE AN 7 2 U0 A0DKODE. BB 7 2
e SRE: w0z @TER: % en e TBI: 5 e
s = s =

[ IR v e 3
ok fry El wmam |

A | BRI #700
= o

ERENTL a2/ T 175 R
e

= W Fehbi-7
=W FFEFeb-T
N AUTO_ADDNODE20M:

EERR
Atesvay (O Fes- <> 58 gl 245 55

o XEH

=y B8R

N AUTO_DELNODEZ2012

TEI-Frvhd e e
i 77 ’ %ziﬁmﬁﬁji A b;f_ﬁ)ji ﬁmmmmji

Emzﬁm-
Book definitions are
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Monitoring

29 sibetals : LAULEL - JO—/ UL/ — FE=# — - 1 -
7 LE) BEE W) U ~LTE)

25

EStRR/—F A —F
i B e 1 SIS 0 i
Lk I SRS RS 0 |
s 7 &gt 4 TomEsAAgA . 11 et 1
$o LB (@ 747 | @ i T3 | o 8% | @ 5L+ | @ Smisn ] ]
% michigan0000001 : A% - J—FE=4& ————— (= [ oo
) TFOLE BEE) BA) YD) ~LIH)
A—FID A=k 1AHE = = = =
GPU Ifﬁ,Eﬁ{U(f Q @ << <@ b9 bl E @
d sjbetalf JEFREIRH - TRigheP- [Ew 0% 3556MBS
A—F4 : michigan_123455 7890123456 7890123456 78501 23456 7820 1 23455 7B20 123455 7820123405 78901 234596 789... |
= VATLIEHR| S TR (e oo | A i | A ks | N nRss [ee Emaens | 1) 0o
2%
a = - | Iz zx [ =%
o FAA—H
T A ESiREniE (Rt [#FRE | wiemE | (ThoEs
2 ] 45 749ME TE046ME Adev/| 2
LT 2016, = bast E# ESRY - ERRT - NAA ATG6ME T 20K 107ME MR Adevizdal 2
——  —— = s /oee/shm A% B - B - N e 2

< | mn 3
S
B / ERiBEEE: 2015712707 121756
FTADIEER - Sdev/mappervel0-lv_root ESER 127267 MB
|° AALAT Y a =)
| FERE fF] ELiRENIE
N &R 38y (90 ELUATUSTICRE, 30 8LUAE [BE EStA

L = 45740 MB 10000000 MELUAEL wHICEM 0 [FE B
! | EEEdEE 75046 MB [100 MBELL|ZWEFTEW, 1000 ME [EF  [BafRR

L7 2015/12/07 19:17:57 michigan0000001:senjulAdministrators]

m‘ Copyright(C) Nomura Research Institute, Ltd. All rights reserved. 19



Introduction of Main Sub-systems

Monitoring (Overview)

Overview of monitoring

® Increases the monitoring efficiency for integrated monitoring/control business systems and enables stable operation for the
multiple servers on the network and for application groups operated on the server.

> Execute
command
External notification

|
" .M: _  Telephone call, email,
‘ Message — rotary alert lamp

e . |

notification

——> <

® Monitoring of system

information
® Disk management Senju Manager
v

® Monitoring of process | _l
.Detafled. information . Senju Agent Senju Agent Senju Agent
monitoring Senju Agent

itori Monitoring Monitoring
® Monitoring of web server Monitoring
® Monitoring of DB server
® Monitoring of email server
oWMI

® Monitoring of AP server

® Monitoring of ERP package O SNMP ) SNMP collector
® Network monitoring ®ICMP (Probe function) ( )
® Custom monitoring OTELNET
® Virtualization monitoring ®SSH

o JMX

® Cloud service monitoring
® Log monitoring OHTTP
® Trap collection oSMTP . .
® Monitoring of time period m Monttoring M?J'r',t,?;{?fnc’f network
® Automatic operation e Monitoring via ®SNMP
o itoring vi —
® Monitoring of threshold Agent- —_—
g WMI/SSH to IPV6 l=l [ — eICMP

values by time period .
y P Senju Sensor

bBO—
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Introduction of Main Sub-systems

Monitoring (Monitoring Settings, Monitoring Console)

Monitoring settings

Set items to be monitored,“warning threshold values,” monitoring
schedules, etc.

In addition to notifying on the message monitor, settings can also be
specified to send email notifications and execute commands when
trouble is detected.

For when Telnet/SSH is used to perform monitoring and when omitting
all parameters for connection information of the monitoring task, added
a function to perform monitoring by using connection settings
information for the specified node.

(When copying monitoring settings to multiple nodes, it is no longer
necessary to change connection information for all monitoring tasks for
each node. This makes it possible to efficiently specify settings for
monitoring.)

Global node monitor

Summarizes and lists the operation status for multiple nodes.

Displayed by level (currently operating—normal, currently operating—
error, stopped, not being monitored).

List contents can be written to a file and sent by email.

If a virtual machine is used for the Senju Sensor or Senju Agent, it is
possible to refer to information of the virtual server host which is being
operated by that virtual machine.

For the node of a virtual server host, refer to the virtual server information
which is operated by that host.

Node monitor

Display detailed information for nodes which are currently operating.

In addition to system information, disk, process, and detailed
information, the displayed monitoring information also includes the
extension function (Extension) customization and log monitoring.

List contents can be written to a file and sent by email.
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Introduction of Main Sub-systems

Monitoring (Log Monitoring/Event Log Monitoring) w

Use advanced filter settings to monitor the text logs and event logs which are
output by the application and OS.

Also supports agentless monitoring. Sy S

. . . . . . E{ETER!
Filter items for log monitoring/event log monitoring CoanhE @RElnorEEs RS0

. . . . . . . @ T HE EREETF LS
® For the log monitoring filter, provides a wide range of functions which support —

I TRAP_LOGO O/t r (e

ES

various formats. [ [Fisvt—. ot —5]  Pleaf [
® (extension of target fields, enhancement of division settings, segmentation of R o S s i .

regular expression targets, easy settings for conditions, etc.)

Filter switch function for log monitoring/event log monitoring

® From the command line, immediately switch the filter used for log monitoring. "_"é’iﬂ"iﬂ”

@lase-2 @AY [Ohow  Otzaos Cla-¥-iEE:
[V i E AN 13 e LTS

) FEFRMEIITTFEL

O I SR BN T F T~ 1o Ot 2= LN DS e R AL, A=A R
HE AN FELTERLET.

BEiRga/ -k

[ ok | [ #Feum |

For a variety of application logs, enables extraction and monitoring for

only the required information using the log filter.
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Introduction of Main Sub-systems

Monitoring (Log Monitoring Origin Conversion, -
Support for Extended Regular Expressions)

Log monitoring origin node conversion

® Treat the specified column within the log file as a node ID, replace with the Senju Message origin node ID,
and send the message.

7 SOCMGRIL : FAT - Ay T—SE=# [E=R(E=E
I7UE) REE) FRRY) Y=ILIT) ~LI(H)

Monitoring target log file L’;J Pel=0@

T B | ) EEER
1st column  2nd column 3rd column — glode 'i — T

. & erver ' emod7<10CM monit 015 12 TERORAERIEL -

000001 Network is down | Server A o> s 5 | beoapoummidJekett 1otom gggzgﬁgzzg‘»{

- 'COMO05 i f—i SOCGMGR1 1:5jCOM_menitord 14-08-15 12:00:24 & SROENS %R0 |
000002 Network is down | Server B e Pt =
000003 Network is Up Server A 7 T D T

LT 2014/08/15 16:12:46  SOCMGR11:senju[Administrators]

H @4 michigan = ——
Support for extended regular expressions LA AR

a4 | o-BIn-2 | v2FuE | F420 | Jota | EEEER

® In addition to basic regular expressions for log T T R N T T T T
monitoring, message actions, etc., also supports i i S RN AR
eXtendEd regl‘"ar exprESSions' Emngor e | BRAKIr LN | ERERREER
® Enable correct judgment for target character strings  —— g T
which include multi-byte characters e G e
T ceetxt Stmp/ L asaaas N
T; CHG_LOGFIL20) 0/ 1 L]
d . T
[ Lg:[ 052454 - ICHG _LOGFIL?] (VI E#R®INE(ER
FRFRIAER

EFRERFR  © BELIERRA

JETIE s SR a I NG
BIDTE R, AR
#HLET.
EETERY
FoAbbEE ECTFUROLERE) EEAE-TID :
© FIAMIE GRECTYFUROEENE)
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Monitoring (Warning Status/Setting of

Warning Threshold Values)

Added a “Warning” status to the monitoring task and added a function for

setting the warning threshold value in the monitoring definition. For 1
monitoring task, enables monitoring using 2 levels

2 levels of monitoring can be performed depending on

the level of urgency and the necessity of response.
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Monitoring (Support for Virtualization)

Virtualization monitoring (Extension)

® Monitoring of resource information for the virtual server host and virtual
machine of VMware and Hyper-V

(CPU utilization of ESX server host , memory utilization of virtual machine, etc.)

® Monitoring results are displayed on the global node monitor/node monitor, and
a message is sent in the event of trouble.

Immediate acquisition of virtual platform relation information

® Enables updating of managed information to the latest information via
operation of the Senju Browser.

® Enables immediate confirmation for any changes to the link between the
virtual server and virtual machine (for example, live migration, etc.)

Refer to virtual information at the global node monitor

At the global node monitor, refer to information of the virtual server host on
which the virtual machine is operating.

For the node of a virtual server host, enables reference to the virtual server
information which is operated by that host.

In the event of trouble at the virtual platform, the scope of effect can be
ascertained immediately at the global node monitor.

Even more detailed judgment is possible at the node monitor.
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Monitoring (Support for Virtualization)

Virtual node monitor (virtual platform relation management)

® Manage the relationship between the host OS and guest OS for each component.

® For VMware and Hyper-V, displays a view which enables comprehensive management of the operation status and relationship
between components configuring the virtual platform (data store, network adapter, virtual machine, etc.) and the Senju Agent/Sensor.

® Display can be performed including the data stores which configure the virtual platform and the nodes related to the network
adapter. Supports judgment of which virtual servers are affected by trouble such as insufficient available space in the data store or

physical trouble in the network adapter.
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From the node at which the
trouble message occurred,

enables detailed refinement via
resource pools, data stores,
networks, etc.

26



Introduction of Main Sub-systems
Monitoring

(List of VMware Virtualization Environment
Monitoring Items/Management Commands)

VMware Monitoring Iltems

ESX Server CPU utilization rate (%)

ESX Server memory utilization rate (%)

Memory capacity used by ESX Server vmkernel (KB)
ESX Server disk command wait time (milliseconds)
ESX Server network utilization rate (KBps)

Virtual machine CPU utilization rate (%)

Virtual machine memory utilization rate (KB)

Virtual machine disk command wait time (milliseconds)
Virtual machine network utilization rate (KBps)
Number of heartbeats for virtual machine

Resource pool CPU utilization amount (MHz)

Monitoring Items

Resource pool memory utilization rate (%)

Data store utilization rate

Available data store capacity

Number of disk I/O bytes for ESX Server (KBps)

Number of received bytes for ESX Server network (KBps)
Number of sent bytes for ESX Server network (KBps)
Number of disk I/O bytes for virtual machine (KBps)
Number of received bytes for virtual machine (KBps)
Number of sent bytes for virtual machine (KBps)

Overview
Monitoring of CPU load for ESX server hosts
Monitoring of memory utilization status for ESX server host
Monitoring of memory capacity used by vmkernel of ESX server host
Monitoring of average command wait time from the guest OS in the ESX server host
Monitoring of network utilization rate (total amount of all NIC sent/received data) of ESX server host
Monitoring of CPU load for virtual machine
Monitoring of memory utilization status for virtual machine
Monitoring of average command wait time from virtual machine
Monitoring of network utilization rate (total amount of all NIC sent/received data) of virtual machine
Monitoring of number of system heartbeats for virtual machine
Monitoring of CPU load for resource pool

Overview
Monitoring of memory utilization status for resource pool
Monitoring of utilization status for data store
Monitoring of usable capacity for data store
Monitoring of disk I/O for ESX server host
Monitoring of data amount received by the network interface of the ESX server host
Monitoring of data amount sent by the network interface of the ESX server host
Monitoring of disk I/O for virtual machine
Monitoring of data amount received by the network interface of the virtual machine
Monitoring of data amount sent by the network interface of the virtual machine

VMware Control Commands

Restore virtual machine snapshot
Create list of virtual machine snapshots

Shift to online virtual machine

Delete virtual machine snapshot

Restore virtual machine current snapshot
Start virtual machine

Stop virtual machine

Create virtual machine snapshot

Restore virtual machine snapshot

Restore certain snapshot for a specified virtual machine.
Display list of snapshots for a specified virtual machine.

During execution of an action, dynamically re-register a virtual machine which has been registered to a
specified ESX server host to a different ESX server.

Delete certain snapshot or descendant snapshot for a specified virtual machine.

Restore current snapshot of a specified virtual machine.

Turn on power for a virtual machine which has been registered to a specified ESX server host.
Turn off power for a virtual machine which has been registered to a specified ESX server host.
Create snapshot for a specified virtual machine.

Restore snapshot for a specified virtual machine.
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Monitoring
(List of Hyper-V Virtualization Environment -
Monitoring Items/Management Commands)

Hyper-V Monitoring Items Overview

Host CPU utilization rate Monitoring of load for host CPU (Hypervisor CPU and guest OS CPU))

Hypervisor CPU utilization rate Monitoring of load for Hypervisor CPU

Parent partition CPU utilization rate Monitoring of load for parent partition CPU (parent partition Hypervisor CPU and parent partition guest OS CPU)
Virtual machine CPU utilization rate Monitoring of load for virtual machine CPU (virtual machine Hypervisor CPU and virtual machine guest OS CPU)
Virtual machine health status Monitoring of virtual machine health status

Number of read bytes for memory device of
virtual machine

Number of written bytes for memory device
of virtual machine

Monitoring of number of read bytes for memory device of virtual machine

Monitoring of number of written bytes for memory device of virtual machine

Virtual network adapter utilization amount | Monitoring of virtual network adapter utilization amount

Virtual switch utilization amount Monitoring of virtual switch utilization amount

Hyper-V Control Commands Overview

Refer to list of virtual machine snapshots  Restore the latest snapshot for a specified virtual machine.

Create virtual machine snapshot Create snapshot for a specified virtual machine.
Restore virtual machine snapshot Delete snapshot for a specified virtual machine.

Restore virtual machine snapshot (latest)  Restore snapshot for a specified virtual machine.

Delete virtual machine snapshot Refer to list of snapshots for a specified virtual machine.

Start virtual machine Refer to virtual switch list of specified HyperV Server.

Shutdown virtual machine Refer to list of virtual network adapters for a specified HyperV Server.
Acquire list of virtual machines Shutdown all virtual machines which satisfy the specified conditions.
Acquire list of virtual network adapters Start all virtual machines which satisfy the specified conditions.
Acquire list of virtual switches Refer to virtual machine list of specified HyperV Server.

Temporarily stop virtual machine
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Monitoring (Cloud Support)

Operation support in hybrid cloud environment

® Through various combinations of on-premise/AWS, supports the operation of
components for Senju DevOperation Conductor.
® Enables operation in freely assembled environments, without restrictions associated

with on-premise or cloud.

AWS monitoring

® Added monitoring items which monitor resource information of Amazon Web Services.
® Integrated monitoring of on-premise/cloud servers and service operation status.
® Enables AWS resource monitoring through combinations with functions such as

message actions, capacity, etc.
DMz ?
Probe

On-Premise i
Senju Manager Senju Agent Internet

Email notification sent when the monthly
( Usage Case 1 ) AWS usage fees exceed a certain amount.

| — .
On-Premise

N |Bi||ing usage fees ($) | DMZ 9 '
i a fm == i - Ll
- Customization
Serju Marager MY soniu sensor Btz SNNEON

Refer to a graph showing the resource history
(Usage Case 2 ) for EC2 instances.

: EC2 CPU utilization rate
On-Premise — Number of processed writings
' ' for EC2 disk DMZ
{ EC2 Instance status
“ — Probe
- Customization Il Senju Agent
Seniuznacer J scoiu sensor bt et
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On-Premise

BRW

SENSCR

On-Premise

MGR

BRW

SENSCOR

Amazon EC2
Amazon EBS
Amazon ELB
Amazon SQS
Amazon RDS

Amazon Billing

Amazon EC2

Amazon SNS
Amazon EMR
Amazon S3
Amazon CloudWatch

Amazon Billing
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Monitoring
(List of Cloud Services [AWS Monitoring])

Supports tag specification for Amazon Web Services monitoring Supports Assume Role for Amazon Web Services monitoring

For monitoring items which monitor information of EC2 and EBS for
Amazon Web Services, it is possible to monitor only information of
tagged instances by specifying tags as parameters

of different accounts from the management account

Support for profile of Amazon Web Services monitoring

For monitoring items which monitor information of Amazon Web
Services, by specifying profiles, monitoring can be performed using
connection information based on profiles

AWS:
AWS:
AWS:
AWS:
AWS:
AWS:
AWS:
AWS:

AWS:

EC2 CPU utilization rate (%)
Number of read bytes for EC2 disk (KB)

Number of written bytes for EC2 disk (KB)

Number of disk processed readings for EC2 (/secs)
Number of processed writings for EC2 disk (/secs)

Number of received bytes for EC2 network (KB)

EC2 CPU utilization rate (%)
Number of read bytes for EC2 disk (KB)

Number of written bytes for EC2 disk (KB)

Monitoring of CPU load for EC2 instance

Monitoring of reading amount for EC2
instance disk

Monitoring of writing amount for EC2 instance

disk
Monitoring of number of disk processed
readings per 1 second for EC2 instance

Monitoring of number of disk processed
writings per 1 second for EC2 instance

Monitoring of CPU load for EC2 instance

Monitoring of reading amount for EC2
instance disk

Monitoring of writing amount for EC2 instance

disk
Monitoring of number of disk processed
readings per 1 second for EC2 instance

For monitoring items which monitor information of Amazon Web
Services, Assume Role can be used to monitor instance information

S sjmgripeast01@F 0 (71 (el
et | J-pn-7 | vasuE | 520 | Zoka | seswisess |
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[ ot | 1svass [SRMAO0HEE |
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Al &
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L AITEH-ER AWS:EC2 FANEHIAG .
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EC2RA0CPU. -~

EC2H LA AMFEE..

EC2A 2R A
EC2A 2R A b
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*A large number of other monitoring items for AWS monitoring are also available. For details, refer to the attached list of monitoring items
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Monitoring
(Microsoft Azure [OMS Log An

alytics] )

Microsoft Azure monitoring

Azure Monitoring ltems

Azure: Compute Percentage CPU (%)

Azure: Compute Network In (KB)

Azure: Compute Network Out (KB)

Azure: Compute Disk Read (KB)

Azure: Compute Disk Write (KB)

Azure: Compute Disk Read Operations/Sec
Azure: Compute Disk Write Operations/Sec
Azure: Compute/ScaleSets Percentage CPU (%)
Azure: Compute/ScaleSets Network In (KB)
Azure: Compute/ScaleSets Network Out (KB)
Azure: Compute/ScaleSets Disk Read (KB)
Azure: Compute/ScaleSets Disk Write (KB)

The percentage of CPU usage by the virtual machine

The number of bytes of incoming traffic received on all network interfaces by the virtual machine (s)
The number of bytes of outgoing traffic on all network interfaces by the virtual machine (s)

The data amount read from disk by virtual machine is monitored

The data amount written to disk by virtual machine is monitored

The disk read IOPS by virtual machine is monitored

The disk write IOPS by virtual machine is monitored

The percentage of CPU usage in Scale Sets is monitored

The number of bytes of incoming traffic received on all network interfaces in Scale Sets is monitored
The number of bytes of outgoing traffic on all network interfaces in Scale Sets is monitored

The data amount read from disk in Scale Sets is monitored

The data amount written to disk in Scale Sets is monitored

*A large number of other monitoring items for MS Azure are also available. For details, refer to the attached list of monitoring items

Linking to “OMS Log Analytics™ functi

E log collection m
ariira %
]

SCOM
Management
Servers
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Senju/DC
L =

Senju/DC
Agent

« event log
- syslog
» performance log

accumulation
of log

OMS Log
Analytics
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Monitoring (IT Relation Management)

Issues with virtual platforms

® In the case of a virtual platform, the same platform is used

by multiple users.
® | arge scope of effect in the event of trouble

Not possible to link the application and
subordinate platform information; the

effect on service is unclear.

system administrator

Overview of “IT relation management” function

® Set elements (services, middleware, OS, network devices, etc.) as items with a hierarchical relationship.
® Easily assess the superior/subordinate relationship for each item, and quickly identify the causes and scope of effect in the event of trouble.
® Automatic configuration of relationships and configuration information in virtual environments. Latest information can be used to confirm

virtual environments which change dynamically.

scope which you are provided.

N

Possible to manage only the
perspective

] Management

System administrator

information from the managed Batch display of monitoring
services to the OS. status, job execution results,

[ Establish relationships for
and configuration information.

Link between status and
relationship display of each item.

Filtering by system

m‘ Copyright(C) Nomura Research Institute, Ltd. All rights reserved.

from a service | —| AP

System administrator
tion

onitorl Mon;,
]7 Management scope of "9 statgs 2nitor ing Statyg

execut

\,es\_\“.s

AP

The relationship between the OS and
HW changes dynamically in a virtual
environment. Management of

configuration usage and physical
information is complex.

Hardware

Cloud administrator

=2

Management
scope of cloud
administrator

Cloud
administrator

Integrated management of entire
cloud environment by establishing
relationships from the virtual
machine to data center information

sipdulZ senjuvmlsbrrico jpsjvllves

cojpsivllves

cojpisjvllves

Hardware
- B -t -passes
B -5t
===l b é\@ JU%ZZQ;jedbu\lszm ves
Management 1 <ipchi senpemibri
/ from a CIOUd = 85 002007-parcalessivilves
zjpdlulZ.senjuy mlabnri
pe rspective R UUZEW‘DE-rabbn sfvmvcs
Infrastructure

.
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Monitoring (IT Relation Management)

Confirm information from relation monitor

® When specifying a relation definition from the relation monitor, from that definition, it is possible to check the occurrence of trouble
messages, the progress of the job schedule, etc. for the actual relation tree and its selected configuration items.
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Monitoring (Trap Collection)

Trap collection (Extension)

® Collect traps from each node via the SNMP collector (Senju Agent).
® Ascertain the device status by analyzing/monitoring the collected trap information.

® Ascertain device information by converting/analyzing/monitoring the character
code for collected trap information.

L gmpe ==
E

E} oy7ovE: [TRAPIOGL | [JEAssEm Se nj u M a nage r

R

O FANMEE LR EiE(S) #Ept—ID
© FAANHE ( UtrOw e
HIBIIEF :
a3 [ b= [FHhoye—I] HEAMA [ |
~ -~
f — —
l & ‘
Notification sent > | %
PéobFOED when trap occurs. The collected traps

@EtMITF
are accumulated as

Fae=2 FH Oms Do Di-4-i2

VBRI XTI FELTRY a Iog file-
pe— Senju Agent

00 1013 0 B0 T~ T Cl 74— FOE DID0E TR
Z[UJUX+KL;UEﬁbi§

Automatic detection of (SNMP collector)

network devices
Use the accumulated log l l

files to set trap monitoring.
i=a - S\NVP
=

* ICMP
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Monitoring (Main Monitoring Items)

*For details, refer to the monitoring item list

Monitoring items (Base)

Monitoring of system information
Monitoring of disk
Monitoring of process

Monitoring of detailed information

Monitoring of network
Monitoring of customization
Monitoring of log
Monitoring of time period

Monitoring of threshold values by
time period

Monitoring items

(Extension)

Monitoring of web server
Monitoring of DB server
Monitoring of email server
Monitoring of AP server
Monitoring of ERP package
Virtualization monitoring

Trap collection (SNMP collector)

Monitoring of utilization rate for CPU and virtual memory, monitoring for resources of the operating process number
Monitoring of disk utilization rate, utilization amount, and available space
Monitoring of resource utilization status, error stoppage, etc. for processes of applications and middleware being operated on the system

=Monitoring of number of operations for processes
with the same name

=Status of time alteration required for command
execution

-System port operation status

-Physical memory utilization rate *Number of processes and threads
=CPU utilization rate/memory utilization amount for each parent awaiting execution
process -File
=CPU utilization rate/memory utilization amount by n superior Disk 1/0O status
processes
=Operation status of Windows services

Monitoring of packet reachability and response time using ICMP; network monitoring such as information related to sending/receiving data using SNMP

User monitors information by creating arbitrary monitoring items using commands, WMI, SNMP, JMX, etc.

Monitoring of Windows event log and text-format log files which are created by other applications on the management-target node

Using the time period monitoring function, define the monitoring schedule for the management-target node by day and time period, and then monitor

For each monitoring item, automatically switch the stop/start of monitoring for each time period, change the threshold value, and change the inspection interval

=Monitoring of detailed information
=Monitoring of ERP package

*Monitoring of web server
=Monitoring of network

=System information
=Monitoring of DB server
=Monitoring of virtualization

=Monitoring of disk

*Monitoring of email
server

*Monitoring of
customization

=Monitoring of process
=Monitoring of AP server

Monitoring of web servers, including confirmation of URL response/URL response time, monitoring of Apache, monitoring of IIS, etc.

Monitoring of database servers for Oracle, SQL Server, DB2 UDB, and PostgreSQL

Monitoring of time required for response confirmation at ports and sending/receiving email for SMTP, POP3, IMAP; monitoring of email server for Exchange Server
Monitoring of application servers for WebLogic, WebSphere, JBoss, .and NET Framework

Monitoring of mySAP

Monitoring of VMware,/Hyper-V

Trap information is collected from the management-target node by the Senju Agent which has been specified as an SNMP collector.
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ms

Monitoring (Enhancement of URL Response
Monitoring, OS Operation Date Monitoring)

® For the response code from the connection destination web
server, enables judgment as normal using an arbitrary

Enhancement of URL Response Monitoring

number.

Support for OS Operation Date Monitoring

® Added a monitoring item for judging the status based on the

number of days of OS operation.
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Job schedule

Job schedule
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Job schedule

Job Schedule (Overview)

Overview of job schedule

® Performs uniform management of jobs operated by the business system and controls execution.
® Enables planned operation of jobs by creating a calendar with defined operation dates.

Senju Browser

® Display operation status
® Operations for jobs /nets/frames ¢
currently being executed

® Refer to operation history
® Use job checker to check the effect

l

Senju Agent Senju Agent

® Execute jobs/nets
which span
multiple nodes

Senju Manager

® Planned operation using a calendar

® Monitoring from a work flow
perspective

® Control of execution sequence

® Provide jobs for controlling jobs/nets

v

® Job execution
at agentless
Senju Sensors

Probe |

ooy

O TELNET
® SSH

=N
Agentless
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Job Schedule (Flexible Job Scheduling)

Monitoring of delays

® Enables flexible monitoring of delays, including start/stop time, required time, etc.

Specification of start time

® Function for starting jobs/nets at the specified time.

® Even when start conditions (other previous jobs/nets, triggers, etc.) have already
A been satisfied, the target jobs and nets are not started until the specified time.
Start conditions

® Flexible settings such as calendars, triggers, time specifications, resources, etc. BUS|ness day calendar
® Depending on the completion code, it is possible to branch by judging
starting/skipping for subsequent nets

® Possible to set the conditions “XX or greater,” “greater than XX,” “smaller than

® Calendar for specifying business days and non-
business days for each day

XX,” “equal to XX,” or “different than XX” as judgment conditions for the job Ope rati ng day calendar
completion threshold value
® By using the job start command, possible to apply environmental variables and ® Possible to specify the applied valid term

start ® Detailed settings of operating conditions and non-operating conditions based on

the business day calendar.
Jobs/nets/frames are operated based on the operation day calendar.
® Possible to associate a single operating day calendar with multiple jobs.

Branch net during errors

® Automatic recovery at time of error completion

Automatic monitoring of delays Operating day calendar _
L SRIFRL
® Past operating results used in automatic detection of delays for long-run jobs T‘ R — =
7 sxenvos—a: [
® [f the start time for jobs/nets waiting to be skipped has been delayed, a message is on EREROEEAL - . =zo

sent to notify that the jobs/nets have not been skipped

® When a job delay has been detected via monitoring for delays, it is possible to
automatically execute actions for that job and subsequent jobs

B 8
[_EIPIFSEIFIFSN - DIPIEaE I
e

ssssss
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Monitoring of required time

® Monitoring to check that the job, net, or frame has been completed within the
specified required time. When not completed, a trouble message is sent.

® Possible to enhance monitoring of required time for repeat nets, and to set
monitoring for each repeat
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m‘ Copyright(C) Nomura Research Institute, Ltd. All rights reserved.

39



Introduction of Main Sub-systems

Job Schedule (Server Virtualization,

Configuration Management, Change History)

Job schedule

Operating environment

® Possible to create virtual groups of nodes and to perform load

balancing for jobs

® By specifying the node group, automatic allocation is performed
so that the number of operating jobs within groups is equal

® By specifying the probe (Senju Agent), it is possible to execute

jobs at Senju Sensor

Create list of related items

® Ascertain the scope of effect due to definition data which has not

yet been used and to configuration changes

® Added a function for jumping from the related items list screen to

a copy of the target item and to the target item

Confirm update history for job definitions

® Possible to track the change history for definitions

Confirm operation information

® Possible to track invalid/mistaken information for operation

Create list of job operation dates and list of job differences

® Load data from the job operation date list into spreadsheet

software and create a list.

® Create a list of differences for two dates specified from the

definition data.
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Job Schedule (Operation Control)

Resource

® Defined to control operation of jobs and nets Resource . . Resource .
. . . I During operation ormal completion
® By waiting until resources can be acquired when starting jobs and nets, o
control jobs and nets which operate exclusively or simultaneously (Resource acquisition) (Resource release)
® Possible to change consumption values for each resources in jobs and
nets. Also, within the maximum value for resources, possible to make Job B
multiple jobs and nets acquire resources before starting . . .
Waiting to start During operation
Commands during normal completion/commands during errors (Waiting for resources) (Resource acquisition)

® Start the specified command when the frame, net, or job is completed

Exclusivity of jobs and nets which you don’ t want to operate
normally, or when an error occur

simultaneously can be realized, thus avoiding competition for resources
Automatic skipping during an error/automatic re-running

during an error

® When a job ends in an error, this function is used to automatically skip
the job and end the operation, or to automatically re-run the job

File wait trigger

® Trigger for which start conditions are satisfied (trigger which turns on) when a certain file has
been generated

® Used in cases such as when you want to start the subsequent job/net after file generation
® For file wait triggers, a regular expression can be used to specify a file

Event wait trigger

® Trigger which waits to start the subsequent job/net until the trigger send command has been issued
® Used in cases such as when you want to start the subsequent job/net after a specific event has been issued

Frame relation trigger

® Trigger for which start conditions are satisfied (trigger which turns on) when a certain frame/net/job has been completed normally (or has been skipped
and completed).

® Used in cases such as when you want to start the subsequent job/net after a different frame/net/job has been completed normally (or has been skipped
and completed).
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Job Schedule (Enhancement of Trigger Function)

Job schedule

Function for associating event wait/file wait triggers

® Preceding frames/nets/jobs can be associated with the trigger
definition and jumping is possible from the link source

display

® Clarifies the related job net and the preceding relationship,
and improves the efficiency of job operation management

Function for related trigger reference from the link

® At job editor, possible to refer to trigger information used as

source job/net

the link destination from the job net

® A warning can be displayed when deleting a job net definition.
This prevents accidents in which the link destination trigger

does not turn on.

Function for checking the trigger reference destination

® Added a presence check function for the job net definition
which is set in the trigger reference destination

® At job editor, detect triggers used in the net from the run chart

Enhanced function for trigger detection

m‘ Copyright(C) Nomura Research Institute, Ltd. All rights reserved.
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/Similar to frame relation

triggers, it is possible to set
event wait triggers and file wait
triggers in the preceding job.
Visualization of preceding
relationships which cannot be
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Job Schedule (Create Job, Schedule)

Job schedule

# st Z=ITEA r= mom )
Job editor »
s ?i{,’,,.,,, (=100 |ﬂ(1=-ﬂ--mm n-ﬂulw L
® Function for visual confirmation and creation of job, net, and trigger 1e
configuration. \ z
® Even complex nets can be easily edited on the visual screen. \\\\\ () “\
. . \‘_‘\.\.‘@( FIRER @
Automatic cycle operation Ve
® Automatically executes a series of daily tasks. — |3 ) aoba DEEF b
® The automatic cycle operation check function automatically checks at areine s ' 7§ e
fixed intervals whether or not the automatic cycle operation is SIS | |[eed _ .
functioning properly. A trouble message is sent if scheduling has not m— EEAME 201808 Ll crevavoo)
been performed properly or if the required processing is not performed EEEMETH 20130131 G oerryMmoDs
at the specified time. HR - DE@A /BRI
Net definition effective date
® Enables creation of multiple nets which have the same name but different o JETT
definition effective dates.
® The operated net definition can be changed by setting the definition .
: AT B HOU SYS
effective date - IL—hf [eot 20518 f2o120519
[Hou_NET oK Gowh + 25 & & 31/20000) [oK Gowb +2aF &t 831 /200000 |

Execution system creation check
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Ok (b + 397 S5H#0 2200000

OK (vt + /97 &5t #:2/20000)

® Displays the number of jobs/nets within 1 frame in the check results. If W NETOno0000E

OK {Fout +3597F #4: 2,/20000)

OK (b + /5 S5t #: 2/20000)

the upper limit has been exceeded and it is not possible to create an TW_NET 00000008

OK {Foutk +3597F #4: 3/20000)

OK (b + /5 S5t #: 3/20000)

execution system, a warning is displayed 114 HET Q0000004

Ok vt + 2497 SFT#1:10/20000)

OK (vt + 297 &5 #:10/200000

® Enables advance response prior to errors in the execution system VAT LB AT L

l—bf

20120518

20120519

FETL—

Job checker

Tlo— LRI Tk + 3T, IR fEE
AL ET 0021 /20000

L= R Rk + a0, CIREE

AT EF (20021 /200000

actual operation.

execution time. Enables visual confirmation of the influence path.
°

ml Copyright(C) Nomura Research Institute, Ltd. All rights reserved.

Performs an operation test for the registered job/net/frame Prevents definitions mistakes and other errors during
Uses color-coding to display subsequent jobs/nets which are affected by changes to the start/finish time and

Estimates the predicted start/finish time based on past operation performance and displays the estimate.
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Job Schedule (Ascertain Job Operation Status)

Job schedule

Job monitor

® The operation status is graphically displayed and the status can be
ascertained at a single glance.

Job service

® The job operation monitoring results are displayed in lists for each service
group.
® Enables monitoring from the perspective of work flow/service, and makes it

easy to ascertain the scope of affected work in the event of trouble.

Job report (Extension)

W s SLFP—h - TITESS
I7AIUF) REE) FR(V) Y—IUT) ~LT(H)

EE_EMI

[E=8 EoR =)

P4 20130124705 (y FiLE2

P 20120125, DBEES AT 4

P 20120125, DBFH AT 4

-3 201301257285 (w FLs2
W TRy FuE

CIoL— 24

(EFVRATL|E TL—4|F
AR SR(TL AT La : 20130126 TRA) T F 3R

D
|5y e
warss EEl-E3ELES

SuFe—t [#avtk|evaF]d rys

SU— Lok - TR S FASE E-F B
pU3

{B.kcp s EEon Wl
e 7 T OFF

B Fa -5
—r3i5r EEwET

P 20130128 BT AT L

P 201301283 FSY
P 20120128 BB N AT L
P 201301 Y

ANMTSKGH

EEL L]

LB FILEETE

P4 20120120, DBEFH AT
P 20120130.DBEFH AT 4

I

0 ] »

) i i i i BIRSNT, 35/ HBtR
Makes_lt po_ssmle to accumulate job operation performance and refer to Ernnoys - . .
operation hlStOl’y. R Fok EEMERAS By TR E|
TN ] . . . [= u= el g =15 L4
® Increases the efficiency of comparison with past operation performance and s PUBEC D Uu-RED 78I : 2
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Job schedule

Job Schedule (Display Timeline)

In a timeline format, display the operation performance for a specified operation date and the current

status of a certain frame.
Job monitor extension Job activity
® For two specified past operation dates, compare the operation

® Added a timeline display field to job monitor.
history information for frames/nets/jobs

Compare operation history information for the current
operation date and a past operation date ® The activity information written at the Senju Browser can be
displayed at Senju Offliser

Job monitor screen Job activity screen

® Operation status
~ _ —
ew e ) [ . o Startffinish time
DrME BEE ERN) Y- VTH) J7-OUE) REE) FRY) ~LIH)
7l ) Y ~l - .
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For nets/jobs of the run chart, Refine the display target by selecting display conditions
displays past performance and current status in chronological order (comparison and delayed completion, long running, etc.)
Frotl
&
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Job Schedule (Action Mode Switch, <D

Recovery Action Skip)

Function for switching job action mode

® Added a mode switch function for switching actions of the
entire job schedule. When the production environment
definition is synchronized with a DR environment or
comprehensive test environment, it is not necessary to
change settings due to environmental differences

The DR environment definition can be
exactly the same as the production environment,
so synchronization is easy

Switching for skip processing and automatic cycle operation

® Use environmental variable settings for batch switching of

on/off for job net skipping and on/off for automatic cycle
operation i i
Function to skip recovery action Operations D —
management management
® Added an action mode to skip job recovery processing of server Periodic synchronization server
(Production environment) (DR environment)

Senju Manager. Skips communication retry processing at the
time of large-scale trouble such as stoppage of multiple Job Job W s cmom =
agents and restores Senju Manager as fast as possible. ; wn a7

Makes it possible to quickly confirm the job status at the time Job Sore: TRORS -
of trouble and improves the speed of recovery from trouble. - s — — =
/ During execution, R G
Improvement of recovery processing function enables definition for ot ——
. . . . Operating in the AT DL-LANENS (HHMMTRIZES
® Made improvements to realize recovery of job status which : B FORRONE
production #2%7
had been excluded from the recovery target, and made . t and e g
improvements to match the status before/after recovery environment an

skipping in the DR
K environment
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Job Schedule (Job Condition Branching)

Function for job condition branching

@ Added a function for branching based on start/skip judgment for the subsequent net depending on the job completion code

Makes it easier to understanding a correspondence between
job flow design and run chart definition.
Also makes it possible to visually ascertain what processing has been performed.

When the subsequently executed content Branched job design can also be specified
of job configuration varies due to the as a Senju definition, and the processing

Job flow : . Senju Browser Co .
receding processin N flow is visualized
design chart P gp 9 run chart definition
Fob - F—2EEFXF 20151021
Coss O mosmaor oy BERE —
. . . sngba . PRI ESR  BCTETN B ==Eny
File rc=0 File loading Ot O nieiot < HEvaT
creation —— Branching processing ~
processing net AR | MR
rc=1
. T
Net for 0 item
notification ‘
Input re= Gtz
DB
Recovery
processing
Flat net
Temp file
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Job Schedule (Actions at Time of Job Delay)

Function for action at time of job delay

@ Added a function to automatically execute actions for a job and subsequent jobs when
a job delay has been detected via monitoring for delays

When a delay has occurred, if you want to skip processing for a certain job,
delay monitoring settings can be used to forcibly stop that job and
activate a subsequent job

Conventional job operation Job operation in Senju/DC 2016

~
When a delay occurs, it is necessary for

By defining actions at the time of delay,\

the person in charge to perform it is possible to discontinue processing
operations or create operations or forcibly start processing at the time
Restart J Restart of delay )

Trigger
Start online
service

Automatic skip

DB back up DB restart

g : Start online DB back up . DB restart
processing processing service processing processing
- - Delayed
1 g start v tart

Operation Operation -

Automatic skip

-Forced stop - Specify skip + Forced start of
:zpeley skip o L subsequent action
e-running Operation Notification Notification
Alert Alert -Forced start only only

- Operation [ Operation - I I
Person in procedures procedures Person n
Charge of manual - manual Charge of | :
operation operation
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Capacity

r
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Capacity (Overview)

- » I bianchi -0?7{:‘9 _ [=lie =]
Overview of capacity Pttt

® Accumulate the acquired monitoring status as history data and e
dlsplay as a graph. )éEWEUEEUM Ete BTGP

® Support for capacity planning and operation status reporting

® Can also be used for trend analysis at the time of trouble, thus 0o
realizing maintenance and improvement of the service level. o

S e nj u B rowser 2500 I bianchi : 55 7E=5 {E=3 TN |

I7OVF) EEE) FR(V) ~LF(H)

PR N
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Al P
1300 12 4

i 18 2 m
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« IO
H EBEF HEE T = 530 1
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SRS —F f&

IgEEE TR ER
=3 FHRILEE
L7 20

Senju Database Server Senju Manager B G300
B 2013/01/30 060000 - 2013/01/31 000000 wE R
O TR

4> RSNz E D1

nEHUE £0R ]
= VR & TR wEEE
g Ean FRIOER
[t FAL FUT EEb2E

[E : 36.29(204)

L7 2013/01/30 12:58:05 1

® Accumulation of operation status history data

l l l * History data (minute, hour, day) for each inspection interval
* Monitoring task history data (average value, minimum value,
Senju Agent Senju Sensor maximum value, total value, latest value)

® Graphical display of accumulated data

E (bar graph, line graph, stacked graph, stacked line graph, pie graph)
= ® Writing of graph data
(text, CSV, HTML)
@ Printing of graph monitor
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Capacity (Capacity Analysis)

Prediction of increasing/decreasing trends Calculation of ratios for judgment conditions

® Displays increasing/decreasing trends of acquired history data
and predicts the date and time on which the threshold value will

be reached

® Enables smooth confirmation in cases such as when it is
necessary to systematically increase resources due to capacity
management for a virtual platform, etc.

T bionchi : 557E=5
F7ALF) REE) FRY) NTH)

R

® For the acquired history data,

displays ratios which exceed the

threshold value by time period
® Enables analysis of service level for each time period

® In info-search (web browser), enables identification of trends and
prediction of future trends based on the monitoring results history

ATt —%
IEHE NI TOTAL 2RO ToTAL

. 7013/02700 000050 - 203/02/%8 100060 o R

SRR (FEEUEREOOM TOTAL
T

FALELE

[Prediction of

increasing/decreasing

trends]

® Disk utilization rate (%) [WMI]

® Displays a prediction graph for
increasing/decreasing trends

® Calculates the date and time
on which 90% is reached
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Capacity (Analysis of Data, Display of -

Configuration Information)

- - (@) a-co-
Analysis of capacity data Py o Cmaesewoxogr g
w2 s 7 e STl = - % BTN UTERERE - immm» it"m‘@m friey
- L[l = ] ZHOREAN - EigR - 27 S0k #iR-
® Accumulates monitoring data, displays a graph of analysis ey e =
results, and utilizes for capacity planning and trend analysis | IIIRALAREE ) B ——
Display a list of details for capacity data analysis JEEciatas
10 E®/H291D 7433 4902
® Displays a list for capacity trends and predicted dates and . mmsAvE | ormmesIw fppr———
times on which threshold values will be reached, and enables o
checking of areas which require response 1o |ERAR FE
15 UvUEE Fig Fiyfe
16 LT ED tem Idle TOTAL
- . - ] - 17 7 — 23RO Mk
Display configuration information e e :
o 0371730 068 i p——— =
® Automatic periodic collection and accumulation of information ==~ = ;]325: 5’:‘&4“ 20
targeted for management such as configuration/setting =T . Tawal
- " - N Lkl —
information, logs, command execution results, etc. R R T Lo o
: e A e e ke
R
#E -
5 nel: Lol
S—FD: mitEN e
WENES THAEE FIATRR
. — o “0-3
P FatEa—
}Eg;:l;« 61616 MY F— 5 2 OAPRE) (/ vora)
LT zm]-m-‘zs 16:16:34  sorazsenjul Administrators] NUM SCRL

Ascertain capacity trends for the entire system

Ascertain the latest configuration information for the entire system
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Provides a function for graphical display of changes in values until the most recent
monitoring task from the node monitor.

Capacity (Simple Graphical Display)

Efficient visualization of the monitoring status

® Enables simple graphical display at specified periods without the need to
create a graph definition in advance.

® Visually ascertain the time passed until reaching the threshold value

Enhanced function

Although the CPU utilization rate at the time of e — User simply selects
Q N trouble was high, ) P the monitoring task
it is necessary to specify settings in advance in = and specifies the period

order to check the time from which the rate was
high

& Socern breh

Changes in the
CPU utilization rate
around the time of trouble >
occurrence i
can be checked simply
through selection, without
’ the need to create a graph
ey Refer to as graph ] definition in advance.
o e when necessary \ /

Reduces load and improves operation quality during operation work
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Capacity (Utilization of History Data)

Management of history data

@ History data acquired for each inspection interval is accumulated in 3 types of summary tables and is managed in the DB.
® Enables setting of the upper limit value for the history data save period.

Minute Hour summary Day summary
summary table table table
Save period: 7 days Save period: 30 Save period: 365
of data days of data days of data

Amount of history data

® Estimate for 1 days' worth of history data in the minute summary table at which the greatest amount of history data is saved.

Amount of history data for mmm Approx. 500 bytes x 60 min/Monitoring interval x 24 hours x
1 monitoring task BN Number of monitoring targets x Number of summary methods

Example) Monitoring at 10-minute intervals, _
TS Bt = 1, STy et = 6 » Approx. 500 bytes X6 X 24 X1 X 3 = 216,000 bytes (approx. 216 KB)

Analysis of history data

® Makes it possible to specify the data target period and to process history data.
® Specification of data target period: Supports trend analysis for past data and current data

® Processing of history data: For each time period, displays the ratio of exceeding the acquired threshold value in the time period,
thus supporting analysis of the service level.
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Configuration
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Introduction of Main Sub-systems

Configuration (Overview)

Overview of configuration

® Defines configuration information/setting information, log, and arbitrary command execution results of the management target

(server, network device) as configuration management items.

® Collects, accumulates, and performs uniform management for this information.

® Senju basic information
: g:;::et :onfiguration : S ® Configuration ° Senju- patch irrformation
Q acquisition/change status ;nnadnzgﬁer:ﬁir:)tr:tems ® Host information
e e o ® Disk information
information schedule ® Network information
® Software/patch
information
® Service information
l l l ® Login information
® File
o Filelist
® Acquisition of ® Acquisition of ® Periodic ® Command execution

configuration
information

configuration
information

Agentless

m‘ Copyright(C) Nomura Research Institute, Ltd. All rights reserved.

collection/saving
of configuration
information

results

for Senju ® Acquisition of acquired according ® SNMP information
Sensor difference results to the schedule ® WMI information
e WMI Probe Senju configuration file server ® Registry information
® SNMP ® Even log information
® TELNET l l l
o ssH [ Senju Sensor
® SMTP —
® FTP E
® FTU —
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Introduction of Main Sub-systems

Configuration (Definition/Registration of Configuration
Configuration Management)

Template for configuration management item L
/'Xiuia EL = %;* : mi’;:ﬁ” AITIHHEE

® Representative commands and files for managing OS configuration information are prepared as 3 \_ : & ‘ ;g‘
templates.This supports registration of management items. +“”’§§é§[‘i{“”

® Templates are classified and sorted by category. Z m;;‘;jm;fﬁéam
(OS start settings information, system settings information, system operation information, host Lovin Siemsmmaar K
information, disk information, network information, software/patch information, service information,
user information, login information)

Detection of collection and change

® Possible to set whether or not to detect collection and changes for individual Senju configuration
management items.

® When a difference occurs in change detection, it is possible to display an arbitrarily created message ) ’
at the browser. w08oATToN o015 14316 swsenipdminsiatos] oSG

History display settings iy e —
?Tﬂlyxﬂ :

® Settings can be specified for display/reference at the configuration monitor for collection status and
change detect status of Senju configuration management items, file information of configuration
management items, command items, SNMP items, and Windows items.

s e ) ELEL B B
6 | -Fa [mwave] o | ov ] i | ovs
W

Display period: Select either “specify relative date” or “specify absolute date.”
Specify display date: Select “every month,” “every week,” or “every day.” ER—

® Displays the acquisition/change status for items set for each node. o
3 - . ° ﬁ;ﬁaﬁ’ﬁw B (1~099)

File size of Senju configuration file server | e

1 D2 Os O¢ Os Os O7

® File size required when setting the save format during creation of definition ) . W Or Os 0w Ok O O

L7 013/03/20 183834 sormi # D2 U Dx O D L2

® Fxnx$SxDxr (bytes) =

F: File size (bytes) 8 0A Ox Ok Ok O O

N: Number of acquisitions per 1 day (times/day)

B (0~999)

ol

8Os COn
18 [CJ1e Clao
28 (2o Clao [Iat

S: Number of servers targeted for collection (machines)

D: Number of save days (days)

R: Reduction rate When 10,000 bytes of text are collected from 100 nodes once per day and data is stored for 100 days (file

reduction rate = 0.05)
When not reducing/encrypting: 10 (Kbytes) x 1 (time/day) x 100 (machines) x100 (days) = 100 (Mbytes)
When reducing/encrypting: 10 (Kbytes) x 1 (time/day) x 100 (machines) x 100 (days) x 0.05 = 5 (Mbytes)
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Introduction of Main Sub-systems

Configuration (Confirmation of Configuration
Management Information)

Configuration monitor

® Checks the acquisition/collection status and change detection status of Senju configuration management items and
configuration management information for each configuration management node as the latest condition / history information.

® Confirms detailed status for each item during implementation of configuration monitor items.

® Makes it possible to search by refining the collected information, extract only nodes which satisfy conditions, and display
those nodes in a list.

& sora - MW - MEE=S

S70Mr) REE) BRY) 4T AT S MR- MAE=S =] WREE )~ FORDRS -
QP[; - PPANF) MEE) BRYV) Y-IT) AT(H)
a0 A E M ARERARE  [Uohoer ) TRE =
e [ o oztam
g . © MR ET
HERH
BRIEAF_| B [ == ]
E=id Whinare )
Ji-dia 83 k1)
& ey TR w .n:;ug
o g e e e ; "
»a:yf_fz :x:lz e P . o°- | [ ZE | [
- a-7 s
T T 8T CHTARRER/F -
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Introduction of Main Sub-systems

Configuration (Automatic Registration of

Configuration Information)

Automatic registration of configuration items to Senju Service Manager (service desk)

® Utilizes the job schedule to automatically register the acquired configuration information to configuration items of Senju Service Manager (service desk).
® Enables usage plan management, change management, and reference of history information as configuration items in Senju Service Manager.

Editing of configuration ==
information

Forwarding of registration =]
file for configuration item

Registration of
configuration item "[:

A

y

Date folder YYYYMMDD

Configuration files
for each collected server

Senju configuration

fil

e Acquisition of
configuration ==
information | la

Senju Agent
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Folder for editing

Edited configuration item
File for registration

v

Folder for receipt

~ HADHERE
sie
=l e

B
wwe

Senju Service Manager

(*) Senju Service Manager (available separately) is required to use this function
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Operation Console for Senju DevOperation Conductor
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Senju Browser

Provides a graphical display for all management items of the system,
thus supporting operation

Design which is visually easy-to-understand

Realizes a functional feeling of use through intuitive icons and screen configuration

HYIEUMLRLABETPEANNT

Screen display change using Senju domain

Prevents connection to a mistaken Senju domain by
changing the display name and background color for
each Senju domain

Realizes advanced operation through intuitive feeling of use and

measures to reduce operation mistakes

ml Copyright(C) Nomura Research Institute, Ltd. All rights reserved. 61



List of Operation Consoles (1)

e

=

Message monitor Global node monitor Node monitor
-;;a AR 0/~ KT =k ;7(;, 5[

Eia
T

Ty T T

@ Displays messages occurring at each ® Displays a list of monitoring nodes ® CPU utilization rate and virtual memory
node by sorting into the 4 categories for each node
of “Normal,” “Trouble,” “Warning,” Displays monitoring results such as
and “Response Request” the number of operating processes, etc.

AWS resource monitoring Runbook monitor

W SUFv— b DITES oo e
571, 2

3015101/ 126101 _swarsenldnsras] [T e sros)

® Displays the job operation status ® Displays the execution results for
runbook
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List of Operation Consoles (2)

Relation monitor

(Monitoring console for relationships of
configuration items)

® Uniform management of relationship for items
configuring systems of IT devices, services, etc.

P sora: UL—2aVE=d e al=d
IO REE ER) YD) AT
YW
5@ LRSI _
T 5 UL—vag:  EERETEA 7B w0181
2 emboss05;:dafon RSN T BT AT LIGHE
@@ Resources:emboss05 FATiv:  dusace susellspl 86 bbdehon EEEHE 20008
- datastorel (1):dahon : 3
4@ vmniciemboss0s A B3 B3
kD duraace Jk: Guwascesuse Top xbAy 1900
PATLATAE 0s

FATLITAT AR Linax

L FROTAT L | B

25 | 2oqBl—vay [ aoe= [DadRTva -l
SRbAE e o [iee]  mEEs

|

102 .. CP USRI 2013/01/31 120810
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103 T ADERRE. ¥ 2013/01/81 122028
103 IS ToADERRK. / ¥ 2013/01/81 122028
103 6 TR S ¥ 2013/01/81 122028
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« D
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2018701731 12:22:24 3074 H -3 2L RIENE a7 F(//sora) 3

ENART

L7 2013/01/31 12:22:28 _ sora:senjulAdministrators] NUM
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Virtual node monitor

(Detailed monitoring console of virtual
environment)

® Displays detailed monitoring information for the

virtual server host and virtual machine

2 sora: (RERE - J—F o)L/~ FE=S {E=8 Bl =5

IFTIUF) REE) TRNV) YIUT) ~ILT(H)

REEEE 5§

A= : dahon{./—FID : dahon}
wCenter Server : dahan

[ T -rRE |

=Mk [ PPELR

B Rl | B pu=2d-) | & F-a2b7 | & FrbU=o | B A—FDzF | 5 A0hdRs

& Tt [ FE ke | FE-RRE E] [ mEves ] AF-53,
earth earth win2000spd w660 TFEP- IEX earth windows 2000 (=24 -
NAA N/ NSA NAR ilish_windoms 2008R2S.. 1B
NAA N/ N/A N/A mojita i
oldman oldman solaris 11c86_.. H5RIESRAS oldman_solaris 11 i
L WA N7A /A /A rover i
i 2]
YTy [T [ [ A
« T
P arvdomba | [GER [ AF 52 | E] [ratorinoazs] BETR
? 7 init-001 2012-12-03 125132 poweredQff P b —THERR.. MO NO
%; E7  preclusteremvdl 2012-12-08 20:17:57  poweredOff B o EMEOIRE.  NO NO
¥
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H
4
‘ v
L1 2013/01/31 18:54:37  sora:senju[Administrators] CAP NUM
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List of Operation Consoles (3) Confirmation of Service Effect from the
Message Monitor

Jump from the message monitor to items related to origin nodes
(Open the relation monitor from the message monitor and jump to origin node information)

@ Detect trouble message at message monitor @ Select the relation monitor from the context menu

@ At the relation monitor, the item linked to origin node
is automatically opened and the applicable message

is selected.
At the same time, it is possible to check the status of

S~ BR - upper-level services at the tree.
Bl L man
LL—Trale
Frob AT i
T ?J'.-'ii‘l..h
e N T
5 s

= .
F =R Iy A AT

(=]

K FAl

64
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List of Operation Consoles (4) Web Console

Renewal of Ul for Senju web connection Search history

® Integrated the Senju InfoView Screen and the Senju ® The execution history of messages and message actions is
InfoSearch Screen accumulated in the database, and it is possible to search/refer to
® |tis possible to use English language for the Senju web label required information from the web console
display . . .
. . L . ® Supports multi-devices = S
® For the network rotary warning light notification function, performs - = e ée1c
uniform management of warning devices connected to the network. SRRl -
For monitoring which used Senju InfoView, warning devices which _ s
were connected to the network can be used easily
‘ I;Q = +
= SenjuDevOperation Conductorsey) e1c | 2EOE nE
BERE
. Qe - Braa 3 FRRES [ERE TN 17:20160307, % RF [, AK-614-S 23J25>a-) ar
5 = 2016-03-07 YS-WIN-01, 7 Lr— /s FRAME % ~FRAME, =5 2/ JOB_00
07:20:23 9,./— [*:awake0000000001 55 T O — 0.7 H)L0.FiTh
F.00-00:12) l Q PRI +
~ 9‘_“’” = 9"""“”‘ 3T HREH (ESET)(B1T:20160307, 25 /s AK-614-S
- - 2016-03-07 | YS-WIN-01, JL-—/ FRAME Fw ~FRAME, =5 7:J0B_00 et
07:20:11 8,/ — F~:awake0000000001 szT)j— 0. *)’;‘J'JL'U =Tk I-:Q‘ LESRE(F +
f5:00:00:11)
s = ATEESE +

Qezsny

Senju operating statistics display e e —

I3 I0FR
® From the web screen, easily view statistical information for operation

‘Copyrightic) Nomurs Resesrch Insttute, Lt Al ights resenved,

m e =) v it L e

and ascertain the operating status =3 | | =

Sl o THE- U

® Search statistical information by specifying time periods and display
a graph of operation status by week or month

[ e ]
Summary report makes it Perform deep statistical
possible to ascertain operating searches such as detailed
information and trends by : : : : : : = 3 information on the number of
week/month H : H = « . . reports and specific content

oax o ozzns e
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WEB connection (DevOps portal)

Access via mobile devices (iPad, iPhone) from outside
Appropriate IT governance control (access control, data control)

Easy to use services without affecting the production environment (non stop or non restart)

= Senju DevOperation Conductorsiy,)

20-/UL) — RE=%S

B — - EEUERS—F

g >'i::z >':::::x,
‘ Job monitor (HTML5)

RRRHRE
= Senju DevOperation Conductorsy
I i )
o BB BB e[ v
S e =
=l £
2706RS PO % =
3%
- >3 7Y
= b
. 2 ST
.
. WELE M t f
- =\ | onitors for
- 7~

smart phone

Global node monitor
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User Management of Senju Web Connection

Added a function to manage user information at Senju web connection

When using multiple Senju domains in Senju web,

it is possible to perform batch management of user information on the web

Usable menus can be specified for each user

Conventional user management

Domain 01

|

Domain 02

|

Domain 03

Job
schedule

|

Monitoring

|

The login user is different for
each Senju domain and the

|

menu is fixed

S

Event

m‘ Copyright(C) Nomura Research Institute, Ltd. All rights reserved.

Senju/DC 2016 user management

Domain 01
- -
e ——

Domain 02

Each user has a single web account.
Possible to flexibly control the Senju
domain for connection and the
functions which can be used

22

Job

Domain list
(editing
possible)

schedule

Event

Menu
(editing

possible)
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Senju Web Connection (Login Function for When Senju Manager is Stopped)

Provides a function for linking to an external authentication server and logging in even when
Senju Manager is stopped

Makes it possible to quickly ascertain the latest operation status

even in the event of large-scale trouble, and
enables efficient system recovery

Operations A If the o!)eratlons manag_;ement The operation hlstory of the Operations
~_ server is not restored first, DB server can be quickly
manager it is impossible to determine checked from the web. manager
what processing has already This makes it possible to
. been performed. . implement measures quickly.

! .

1 -2

i DB server 1,2 DB server

Operations Operations
management management
server _— server
infarmation
Authentication
server
Even when Senju
Manager is stopped, data
accumulated in the DB
can be referred to from
the web
Normal Error Notyet | Normal Error Not yet
completion completion started J completlon complet|on started
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Multi-Cloud dashboard

Senju DevOperation Conductorsin,) .

Dashboard

[y

» + -~ .
Jaib Schaduke + % Micresoft Azure. Ready Node for 520
et +

,,,,,,,,,, oz + KPI Summary Node Status KPI Summary MNode Status

: | . Integrated review of public cloud
- r r o (Azure, AWS,0Cl), private cloud,
: onh-premise operation information

Amazon Web Scrvices a On-Premise

KPI Summary MNode Status KPI Summary Mode Status

Bermal 10

[] Nom 2
iam Tatal 150 m
cmea 0

Capyrightic) armra Research Insttute, Ltd. Al righ! |

Visually confirm the operation
information for each environment

by category (APP, middle, OS,
H/W, cloud)

0/0/125
Mamory
{Error £ Warn ¢ Normal}
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Other Functions of Senju DevOperation Conductor
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Event (Automatic Response: Senju Service Automation)

Senju Service Automation

® As service requests from Senju Service Manager, “accept” and “approve” operation requests. Supports workflow management and control.
@ After the application contents have been approved, automatically executed by Senju DevOperation Conductor. Reduces operating load and operating mistakes.

N et SsrEs S
Senju Service Manager  1—%— : SSM T4, (MIE0Z(>HE 2018/01/10 15:18:42) E 7_:’”:; TR
[
ar-s [QEET Imarormsy — > o7 3 oo [ o] 7% v [ty
- — — - J—% 7 O—FBEE: FIMEO3DREITIER(RBA-CLDO00000003) e st ow00es | UEISIOOBMER R 0T RO
BB - P > T > U RRITHE A 20130120 203835, T L BP—. daoqs e T SR
YU R EFEE—E % 20130130_105902.7. wahivs EEELEs | sk EENERGT  BEERGT S
ERIO—OEEE—ERRLUET wTI-Eae
BRARAA B2 AZE BEE/ AR
- gm B ADE EE ez e c
e s e s No s mE Y- am B AR 2 ERE/ wERE BE  mR A@OR
CZa V| semms[Eem v B 1 mER 28 FIRAEHC(RT)  FIRABHR(E) - () 2017704721 18:40
L] Ao V] prras[EmEsAva-—v¥o) s . BRERE (g 51 A - -
= iz R (BR) BRI (IR (5 2017/04/21 18:41
e v]ad == -
L gP S - J— )
DEII—T |- %Eg]éﬁ (MsP FE WA =T ol
= N _ T 7o mE asen | EE FAOARTR s 0 s
| 3 BB i} . — B FAADUATLRESADUTFIE = B FAAOVATLRERONTTE =
BRRRE (SRR L-5F /115 6) A 2 FE-BER)  HE—0(ER) 5 201770421 18:41 mamlm; — bt
= = e ] §Z8 SR S ————
FEEHER A=t #2 FERR  EEZT-R B F O THEEGY) - priggiein PRI —- -
= e s P mon wue | () — R —
I - T (EE i s PR TR #78 . @ s
2017/12/28 10:26 UU—RETRE =ER SSM = 7 = ) 3
AT A p— o P pr— p— e 1301/ 105822 sorrsep{Admisrsons] o
016121310:37  BHSATL Ju— R nsmEs e *‘"’;’f o (5) Notification of (4) Execute/check
execution results results
Apply (2) Accept/approve (3) Operation order
v
| » ] » »
” T v >
el |
(5) Notification of g (3) Approve
execution results

Senju Service Manager

Senju Enterprise Navigator

(4) Execution order

(5) Automatic
execution

Senju DevOperation

Conductor

Work server

Senju Service Automation
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Secondary Managers

Manage the Senju Agent from multiple Senju Managers which are separate from the main manager

Added sensor types for secondary nodes

® For Senju Sensors, by registering secondary sensors of new node types, management is performed at the secondary manager and
message information / monitoring information is linked to the secondary manager

Senju Manager

Senju Agent

Y,

Refer to information for Senju Agent and
—— subordinate Senju Sensors

Even when the main manager is stopped,
it is possible to check the operation status for Senju Agents and

Senju Sensors from the secondary manager
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Large-Scale Support (Multi-Domain)

Search for information across multiple domains

® Accumulate information for multiple Senju domains in a single DB/configuration file server (Senju Agent)
® Searches can be performed across accumulated information at the web console (InfoSearch)

® Search for operation information by focusing on the server which you manage

® Increases the efficiency of operation management performed using multiple teams and multiple systems

Check only information for the !
Person in charge of operation server which you manage

Developer

o

Senju Web

Senju DB -

Senju Browser

to

Developer

i Infrastructure staff
Senju Manager
for system C

lservor1 ]
PServors
fServors

to

Senju Manager
for system A

Senju Manager
for system B

LS
()
=3

lservorz 1 |
lservare | |
Pservers 0 |

il
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Agentless Monitoring/Jobs (Senju Sensor)

Transition from other tools is possible through a small number of man-hours

® Telnet/SSH connection is possible: Monitoring, runbook automation (remote execution), job schedule (sensor job execution), configuration.
® Supports IPv6 for Windows/Linux devices (monitoring*, configuration, job schedule, runbook automation)
(*Please contact us for details on response to extension options for monitoring.)

® Supports SSH monitoring from Windows probe node. (supports system information monitoring, disk monitoring, process monitoring, and
detailed information monitoring)

® Custom monitoring for the Unix version of Senju Sensor (added connection command used for executing a script in the Unix version of

Senju Sensor and performing custom monitoring)

|
=

Senju Manager

v

Execute job

Monitoring

AL

Agentless
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Offline Solutions (Senju Offliser)

Senju Offliser

® Enables user of a GUI similar to Senju Browser in an offline environment without connection to the Senju system.

® Based on data created by the development staff, the operation staff can load data in the production environment without

modification. This reduces mistakes during manual registration work.
® Definable data (monitoring, configuration, event, job schedule)

® Added a function to output a file containing difference information for current settings and import settings when importing a

definition (same for Senju Browser)

Release created data

— > Q Operation staff
Q ~ Provide production data i

L

Development staff

A TIRE
RESBERT [QFF47570

200511 01RR.2nj
20051201 fE=nj
200601 01RR.2nj

R = 2 d

Senju Manager

I
A

Production environment

Frf B [2o0B0Z0THR ) <nj = |
CHIG AMEED  [FE5051 92701 G = Feut
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Monitoring
Node group
Node information
Monitoring Items
Monitoring task
Log filter
Event log filter
Weekly schedule

Task schedule

Business day
calendar

Configuration

Configuration
management node
Connection
settings
Configuration

management items

Execution unit

History display
settings

Event

Message

Business day
calendar
Message action
(Overall settings)

Message action
Email template
Email contact
Contact group
Section template
Book

Message filter

Senju Offliser: Loaded definition data

Job schedule
Node group

Node information

Business day
calendar

Operating day
calendar

Trigger

Resource

Operating
environment
Operating
environment pool

Job

Effective date for
net definition

System
Job service
Job report

Parameters
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Offline Solutions (Senju Job Chart)

Senju Job Chart

® Possible to read Senju job definition data and output a job chart as Visio image data.

® For the created Visio image chart, it is possible to change/save position information, add comments, and print. This supports reporting and
document creation.

Senju Job Chart A
:

Job definition data
Provide file

A Senju Browser

Senju Manager
Senju Agent

Production environment

|4k
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Naming Policy Function

Filters objects in the Senju Browser by name and controls reference/addition/deletion.

Naming filter

® Controls whether to display or hide objects for each user (filter settings for regular expressions)
® Prevents creation/editing of definitions which do not comply with naming rules

Person in charge of Person in charge of

system A Not necessary to search system B
Prevents addition of definitions which definitions in the range for
do not comply with naming rules which you are responsible
4 = = £
Operations a h 5 ————— -
manager

K-8 [T T

Naming rules

Operations

R=XINE [T T ‘
management server ‘

“0

Operation / . . \ \

platform system Node: ANW001 Node: AND001 Node: BNW001 u g

Operation | Monitoring Task schedule:
platform Web Operation category: BM01 TSCo01
jOb r\ N
1 3 7 oo) '
E7£ * "* Log filter: BTLO1 Event | -E-i]lt BELO1
Operation Job: AJ001 Net: ANOO1  System: AS001 og Tiiter: vent log filter:

calendar \ / \ /

Enhances internal controls through refined display

® Node group relation
® Node

® Custom monitoring

categories

Log filter

Event log filter

Weekly schedule

Task schedule
Business day calendar

Operating day calendar
Trigger

Resource

Operating environment
Operating environment
pool

Job

Net

System

Job service

Job report

Encourages standardization of operation via thorough compliance of naming rules
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Senju Reset/Restore Function

Enhanced the command for restoring definition data of Senju Manger.
Increases the efficiency of restoration.

Increases the efficiency of restoration work

® When restoring Senju definition data, it is no longer necessary to use Senju Manager in the default installation status. Initialization
of definitions and restoration of backup files for the existing Senju Manager can be performed using just a single command.

Senju definition data

Use the current Senju Manager

Perform initialization and restoration
i simply by executing the command
without modification by making

copies, etc. of the virtual machine gl Senju Manager (copy)

Backup command

Senju Manager

Increases the efficiency of restoration and significantly shortens

restoration time
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Information on Senju Family

® Two-Day Senju Training Course

https://senjufamily.smartseminar.jp/public/seminar/view/161

® Senju DevOperation Conductor Hands-On Seminar: Held monthly (free)

https:/Isenjufamily.smartseminar.jp/public/seminar/view/44

®User case download

https:/ /senjufamily.nri.co.jp/case/

Senju Information Center

Email : senjuinfo@nri-itsa.com

URL : http://senjufamily.nri.com

m‘ Copyright(C) Nomura Research Institute, Ltd. All rights reserved.
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" Dream up
the future.
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